Let’s Talk About Bugs!

Peter H. Carstensen & Carsten Sørensen
Systems Analysis Department, Risø National Laboratory
DK-4000 Roskilde, Denmark, {phc, carsten}@risoe.dk

Tuomo Tuikka
Department of Information Processing Science, University of Oulu
SF-90570 Oulu, Finland, ttu@rieska.oulu.fi

Abstract
Software testing is often a complex process potentially involving a large number of geographically distributed people with different perspectives and competencies. Software testers, software developers and project managers engage in discussions about the software errors found, they negotiate the relative importance of the bugs, they allocate responsibilities and resources, they coordinate who is doing what, etc. They talk about bugs. In order to coordinate and manage talking about bugs, a number of means for coordination are applied. The aim of this paper is to analyze coordination work in software testing in order to promote general requirements for computer support. We have studied the testing of more than 200,000 lines of code at Foss Electric, a Danish manufacturing company, and focused on two aspects: Firstly, the coordination activities related to the process of distributed registration, classification, diagnosis, correction, and verification of software errors, as well as the monitoring of the state-of-affairs of testing activities. Secondly, the mechanisms used to support the coordination. The analysis resulted in the identification of the need for computer support for coordinating this part of the software testing process, e.g., support of distributed classification, routing of information, and facilities providing an overview of state of affairs.
1. Introduction

“The lay public, familiar with only a few incidents of software failure, may regard them as exceptions caused by inept programmers. Those of us who are software professionals know better: the most competent programmers in the world cannot avoid such problems. […] Software is released for use, not when it is known to be correct, but when the rate of discovering new errors slow down to one that management considers acceptable. […] It is not unusual for software modifications to be made in the field. Programmers are transported by helicopter to Navy ships: debugging notes can be found on the walls of trucks carrying computers that were used in Vietnam. It is only through such modifications that software becomes reliable.”

(Parnas 1985)

Software testing is an extremely complicated activity. In practice an exhaustive test is impossible (Myers 1979, Parnas 1985). Despite of all the techniques and methodologies for specific source code testing, black box testing, usability testing, etc., no methodologies exists for establishing a set of unambiguous criteria for a sufficient test strategy in order to ensure that the product is reliable, usable, and correct (Petchenik 1985). Hence, much effort is required to establish a common understanding among software developers, software testers, and software managers of when a product is acceptable. Organizations involved in software testing typically apply the strategy of having people with different skills and perspectives test the software. As argued by Dahlbom & Mathiassen (1993): “Effective quality control requires a certain division of labor and responsibilities. In practice, quality is not the only concern, and there is a constant struggle between quality and resource interests. Independence is needed to constantly defend a quality position and to avoid the self-deception in having systems developers evaluate their own products.” The division of labor in the software testing process can either be done so that different actors perform different subtasks (detection, diagnosis, correction, etc.), or it can be organized so that each person has the responsibility for all testing activities within a limited part of the program. In any case, the participants will inevitably be mutually interdependent. As argued by Parnas (1985), the need for coordination in software development can not be eliminated by structuring the software properly. In order to mesh their work results, interdependent actors performing distributed software testing tasks must coordinate and negotiate their work (Schmidt 1994, Kraut & Streeter 1995).

Recent works have addressed cooperative aspects of software development. Johnson & Tjahjono (1993) promote the CSRS system supporting collaborative software review, and Mashayekhi et al. (1993) describe the CSI system supporting distributed collaborative software inspection. Swenson et al. (1994) show by example how a workflow system can support the coordination of distributed software testing. Kraut & Streeter (1995) present an analysis of formal and informal aspects of coordination in the software development process, focusing on the coordination conducted by peer-to-peer communication, by project schedules, and by review and inspection meetings. They argue for the importance of informal direct communication in systems development, but at the same time
argue that the excessive transaction costs and the ephemeral nature of the information transferred in informal communication implies that more formal coordination means must be applied. We focus on how formal means can support coordination of distributed software testing activities.

We have studied coordination work in the testing of more than 200,000 lines of code at the Danish manufacturing company Foss Electric. Our analysis focused on the aspects of coordination supported, stipulated and mediated by various paper- and computer-based coordination tools, e.g., a paper-based bug handling workflow system, a centralized binder containing bug forms, a software module integration procedure, and a project resource schedule. More specifically, we have analyzed how these tools supported the coordination of distributed registration, classification, diagnosis, correction and verification of software errors. By stipulating who is doing what, the tools provide persistent accounts to support the more ephemeral coordination work. This paper does not present an analysis of the software testing in general.

Based on the analysis, we have identified needs for computer support for this part of the software testing process, e.g., support of distributed bug classification, routing of information, monitoring of state of affairs, etc. The purpose of applying such computer based coordination tools is by no means to remove the need for peer-to-peer communication and review meetings. It is rather to provide means of coordinating a multitude of detailed decisions which can form the basis for talking about bugs.

The next section describes the research approach applied. Section 3 gives an overview of the field of software testing. Section 4 presents the Foss Electric case. Section 5 discusses the need for computer support of the articulation of distributed registration, classification, diagnosis, correction, verification of software errors, and for monitoring the state of affairs of the testing process. Section 6 discusses our results.

2. Research Approach

This paper is based on data collected in an empirical study of one development effort at Foss Electric. The study focused both on the coordination of software testing and on the coordination of engineering design and process planning. This paper only reports on the coordination of software testing. The field study and the preliminary data analysis lasted a total of six months and was exclusively based on qualitative data collection techniques such as qualitative interviews (Patton 1980), observations, study of project documentation, and participation in project meetings. A total of 21 interviews were conducted, and we participated in 10 project meetings. Approximately 75 man-hours were spent observing the development process. The approach was inspired by perspectives promoted in several research efforts (cf. Bucciarelli 1984, Schmidt & Carstensen 1990). As argued by Siemieniuch (1992), field studies are important in order to obtain a coherent understanding of how computer tools can support product development in a manufacturing setting. The data analysis was based on theories and conceptualizations from the field of
Computer Supported Cooperative Work (CSCW), as promoted in Schmidt (1994).

Yin (1989) distinguishes between a case study approach and an ethnographic approach. The former being structured and targeted, and the latter being more unstructured and primarily based on observation. Our approach can be characterized as having elements from both types with a predominant case study bias. Although we did not start out with a strict set of hypotheses, we did bring an articulated perspective. The purpose of the study was to investigate how various paper-, board- and computer-based mechanisms supported the coordination of distributed work (Sørensen et al. 1994, Carstensen et al. 1995).

A qualitative approach offers the obvious strength of providing rich and detailed data, enabling a deep understanding of the conditions under which work is performed. It does, however, present a major limitation in terms of promoting statements of general validity. As Mason (1989) argues, the purpose of research must be to provide both the richness of detail and relevance of research problems studied, as well as a certain tightness of control or rigor. We do not believe that one empirical effort necessarily needs to encompass both aspects. We do, however, recognize that since the results reported in this paper are drawn from a single field study, we can neither make claims as to the generality of the findings, nor to a rigorous research approach. The organizational culture at Foss Electric favors both individual and group achievements, work is primarily organized in projects and it is not a particularly hierarchical organization. Various coordination systems were both designed and used by project members without leading to conflicts or fear of being monitored. It is, therefore, reasonable to assume that the types of phenomena studied at Foss Electric can only be made subject to generalization if an organizational culture of a similar nature is observed.

3. Software Testing and Its Coordination

“That was back on Mark I. It was in 1945. We were building Mark II—and Mark II stopped. We finally located the failing relay and, inside the relay, beaten to death by the relay contact, was a moth about three inches long. So the operator got a pair of tweezers and carefully fished the bug out of the relay and put it in the log book. He put scotch tape over it and wrote, “First actual bug found.” And the bug is still in the log book under the scotch tape and it is in the museum of the Naval Surface Weapons Center at Dahlgren, Virginia.”

Grace Murray Hopper quoted in Jennings (1990)

“The animistic metaphor of the bug that maliciously sneaked in while the programmer was not looking is intellectually dishonest as it is a disguise that the error is the programmer’s own creation.”

(Dijkstra 1989)

The understanding of bugs in programs has changed since the 1940’s, although the idea of having an error in a program is as unpleasant as having a bug inside the computer. The metaphor describing a software error as a bug is confusing. An error can cause reactions as if it was a living insect that should be removed by using poison while programming, but it
is, of course, created by the programmer and should as such be regarded as a software error. The word bug is stuck in our language and it is probably as difficult to get rid of as errors in software. We will call them bugs since our focus is more in talking about them, than on studying formal techniques for finding them.

The art devoted to finding software errors is called software testing. Myers (1979), for example, defines software testing simply as being the process of executing a program with the intent of finding errors. The view to software testing has been changing during the last decades. The early view of programming and testing was that you “wrote” a program and then you “checked it out.” Later testing has been defined as evaluation of software or prevention of problems. An illustration of the evolution in software testing can be found in Gelperin and Hetzel (1988). Hetzel (1988) for example defines software testing as any activity aimed at evaluating an attribute or capability of a system, and determining that it meets its required results. It is widely accepted that software testing is one of the corner stones of modern software engineering and thus should be an integrated part of any quality program, and a central activity in all quality assurance groups (Yourdon 1988).

The field of software testing spans mathematical theory, the art and practice of validation, and methodology of software development (Hamlet 1988). Software testing literature mostly addresses the relationship between the testing and the software engineering process (i.e., the use of testing methods and tools). The cooperative aspects of the process is only marginally addressed. It is important to consider software testing as a part of the software engineering process, i.e., relate the stages in the process to stages of testing, e.g., unit, integration, system, product, customer, and regression testing (Dalal et al. 1993). A broad array of testing methods and techniques are available today, e.g., black and white box testing techniques providing a systematic approach to the design of test cases (see for example Beizer 1990 and Hetzel 1988). A fast growing flux of automated software testing tool products influences the field today. Neither the stages, the techniques, or the automated tools will, however, be discussed further in this paper.

The vast majority of software organizations have substantial room to improve the manner in which testing is conducted and software testing is often the poorest scheduled part of programming (Brooks Jr. 1982, Pressman 1988). If the importance is not recognized correctly, the project planning will not include enough time. This causes many problems to the testers, i.e., accumulated pressure in the work. The complexity of the testing work and a tight schedule influence on the decisions determining whether or not a software product meets its requirements. That is, there is no systematic way to search, no way to judge points selected, and no way to decide when to stop (Hamlet 1988).

Since exhaustive testing is impossible (Myers 1979, Parnas 1985), a common understanding of the status of a software product can only be established by means of negotiations. These situations are not easy to cope with and will often result in work settings including many cooperating actors. The actors in an ensemble developing and testing software become interdependent: “Cooperative work occurs when multiple actors are re-
quired to do the work and therefore are mutually dependent in their work.” (Schmidt 1991). In order to handle the underlying interdependencies among the cooperating and mutually interdependent actors, a set of “second order activities” is needed. The actors must, in often complex ways, coordinate the plurality of tasks and relationships between actors and tasks. We use the term coordination main as the direction of individuals efforts towards achieving commonly and explicitly recognized goals and “the integration or linking together of different parts of an organization to accomplish a collective set of tasks” (Kraut & Streeter 1995). Notice, that by this definition testers, designers, etc. do not necessarily share goals (Bannon 1993). In our terminology, coordination can include activities aimed at negotiating, establishing, maintaining, and refining the conceptual structures and salient dimensions along which the coordination must be conducted (Schmidt 1994).

4. The Foss Electric Case

“With the number of developers involved, it is extremely important that all problems are registered, otherwise they just ‘disappear’ […] An important derived product then, is a list of problems reported fixed but not yet tested. Based on the lists and the problem descriptions, the platform master can check and then report the problem corrected.”

(Software designer at Foss Electric)

Foss Electric is the largest manufacturer of highly specialized equipment for analytically measuring quality parameters of agricultural products in the World. The company is localized in Denmark with service and distribution offices in many countries. They employ approximately 700 people. The customers are laboratories, slaughterhouses, dairies, etc. Foss Electric is a matrix organization, and development of new instruments is organized in projects which typically include specialists with design competence in the fields of mechanical-, electronic- and software design, as well as in optics and chemistry.

4.1. The S4000 Project

The objective of the S4000 project was to build an instrument for analytical testing of raw milk. It included functionality which previously had been placed in several instruments, and furthermore introduced measurement of new quality parameters of milk. The instrument consists of approximately 8000 components grouped into a number of functional units, such as: Cabinet, pipette unit, conveyor, PC, other hardware, flow-system, and measurement unit. The S4000 was the first product featuring a built-in an Intel-based 486 PC. Configuration and operation of the instrument is done through a Windows user interface, i.e., the user-instrument interaction is based on a graphical user interface and use of mouse and keyboard. Version 1 of the software contained approximately 200,000 lines of source code. At most 50 people at a time were directly involved in developing the instrument, and the project lasted approximately 2 1/2 years. The core personnel involved in the design included a number of designers from each of the areas of mechanical design, electronic design, software design, and chemistry. In addition there was a handful of draught-persons and several
persons from each of the departments of production, model shop, marketing, quality assurance, quality control, service, and top management. A group of between 5 and 12 software designers was involved in designing and coding the software required to operate and control the S4000.

4.2. Coordinating the Bug Handling Activities
During the S4000 project, the software designers realized problems in coordinating, controlling and monitoring the software testing activities. This and external requirements for more precise measurements of the status of the software testing process led to a standardized bug form and a centralized binder being invented, used, and refined by the involved software designers during the S4000 project for registering and filing identified bugs. Furthermore, a set of concomitant procedures and conventions for the use of the form and binder were established. Some of these were formulated by the designers themselves and written down as organizational procedures, others were established as conventions agreed upon by the software designers. The bug form and the general procedure for using the form are illustrated in Figure 1. The purpose of the form and the procedures were to ensure that all identified bugs were registered and “remembered” until they were corrected. This was accomplished by ensuring that each registered bug was represented by one form only, and by ensuring that changes to the state of the process dealing with a bug was reflected in the form representing the bug. To ensure that all bugs were handled, a central file (the binder) contained a copy of the form until a final state was reached, and the original form was filed. Several groups of actors and roles were involved in this process, i.e., users of the bug form, the binder, and the procedures. These were:

- Testers from different departments and with different perspectives on software quality involved in testing the S4000 software. Apart from the software designers approximately 20 other actors were involved in testing the software.
- The spec-team, a group of three software designers responsible for diagnosing bugs and deciding how to handle the correction of bugs. These persons represented different areas of expertise in relation to the software architecture.
- Software designers each responsible for one or more software modules.
- The central file manager who was one of the software designers responsible for maintaining a binder containing forms for all registered bugs.
- The platform master responsible for managing and coordinating the activities in one of the integration periods (called a platform period).
- The plan-manager responsible for updating the work plans. In the S4000 project the plan-manager was one of the spec-team members.

The routing of the bug forms among the six roles were done according to the following eight steps (see Figure 2):

1. A tester sends a form to the spec-team describing a registered and classified bug.
2. The spec-team adds diagnosis and estimation information and sends it to a software designer

3. The spec-team requests the designer responsible for the plans to update the planning spread-sheet

4. A copy is sent to the central file manager. If a bug is rejected the original is sent to the central file manager

5. The software designers add correction information to the form and send it to the central file manager

6. The central file manager sends a pile of forms to be verified to the platform master

7. Forms which can not be verified are send to the spec-team

8. Verified forms are send to the central file manager

All registered bugs were filed in a binder providing all software designers and other testers with access to the state of affairs in the testing process. During one and a half year approximately 1400 bugs were registered, treated and filed in the S4000 project. The binder was physical-
The binder had the following seven entries reflecting the status of a specific bug, and in each of these entries the forms were filed in chronological order:

1. Non-corrected catastrophic bugs (copies)
2. Non-corrected essential bugs (copies)
3. Non-corrected cosmetic bugs (copies)
4. Postponed bugs (originals)
5. Rejected bugs (originals)
6. Corrected bugs not yet verified (copies)
7. Corrected bugs (originals).

The bugs reported in the S4000 project were handled according to the twelve procedural steps listed in Figure 1. In most cases the prescribed procedures were followed strictly. There were, of course, situations in which the actors did not follow the procedure. A thorough step by step description of the procedure and of the “typical” exceptions is given in Carstensen (1994).

An interesting and important characteristic of the software development and testing work in the S4000 project was the organization of software development and the structuring of plans in working cycles called “platform periods”. A platform period was typically 3–6 weeks of development followed by one week of integration. Version 1 of the S4000 system covered approximately 15 platform periods. As a configuration control measure, revisions of the software were only allowed after the “platform” had been released. For each platform period, a platform master was appointed by the group of software designers. The platform master was responsible for collecting all information on updates and changes made to the software, for ensuring that the software was tested and corrected, and for ensuring that the project schedule was updated with revised plans and activities before the platform was released.

In the S4000 project one of the spec-team members was responsible for the

---

P. H. Carstensen, C. Sørensen & T. Tuikka 41
overall plans. He was responsible for incorporating the new tasks (e.g., correction tasks), changes, etc. into the plans. The plans were organized in a large spreadsheet containing information on: tasks to be accomplished and references to detailed descriptions of tasks, estimated amount of labor-time per module for each task, responsibility relationships between software modules and software designers, relationships between tasks and platform periods, and total planned work hours per platform period for each software designer.

In order to coordinate the activities of handling bugs in the project a multitude of discussions, ad hoc meetings, and planned meetings were conducted throughout the project. In relation to the registration of a bug, the testers engaged in discussions of the problems they had identified, or they discussed the classification of a bug with one of the designers. The process of diagnosing bugs was organized as a structured meeting once a week where the spec-team (and sometimes other involved designers) discussed and negotiated the diagnosis and classification of the reported bugs, and how to incorporate the correction into the plans. Based on our observations, one out of four bug reports required discussion and negotiation between a tester and a designer, or between the spec-team and a designer. A spec-team member typically spent one day a week diagnosing bugs and negotiating bug classification and resource allocation with testers and software designers. When correcting bugs the designers often engaged in ad hoc discussions with other designers and in negotiations with, for example, the marketing people (who were responsible for the overall requirements) of the actions that would be acceptable. Verification was done during the integration periods. The designers spent much time during the integration periods negotiating acceptable solutions to the problems that had occurred. The integration process also contained a structured meeting in which all software designers participated. At this meeting all problems and solutions were presented. Our observations indicate that during integration, all of the software designers spent half their time coordinating the software integration and negotiating how to deal with the problems at hand.

As outlined above, coordination activities were also supported by means of forms, lists, procedures, etc.: (1) The bug form and the related procedure stipulated the flow of the bug registration and correction work; (2) the spreadsheet provided a conceptual structure for scheduling tasks, actors, and deadlines by relating development activities to relevant software modules and to responsible actors; and (3) the platform periods established a common basis for the designers’ activities, thus facilitating overview of the state of affairs, guaranteeing that the software components could be integrated, and that the corrections conducted were verified. Figure 3 provides an overview of the artifacts involved in the coordination of software testing. The invention, implementation, refinement, and use of new means supporting the coordination evolved fast and without serious complications. A small group of people organized the work and several of the forms, lists, etc. were invented due to needs realized by the group itself.

The characteristics described above are in many respects similar to what can be observed in office work, e.g., the ac-
activities and roles (Hirschheim 1985), although they mainly address the coordination aspects of the bug registration and correction process. The complexity of the actual cooperative work, e.g., the problems of identifying the cause of a bug, will not be addressed in this paper.

5. Identifying Needs for Coordination Support
The software testing process in the S4000 project at Foss Electric contained a large number of activities. In this section we present and discuss coordination work related to the activities of: registration, classification, diagnosis, correction, verification, and monitoring the state of affairs. For each of these activities we furthermore discuss the functionality supporting the coordination which could be provided by computer technology. In order to structure the discussion, these activities are presented as distinct stages of work, and for each stage the analysis of the work and the discussion of need for computer support are presented in two separate subsections. Section 5.1 discusses support of the work flow, and the following sections discuss each of the stages of work.

5.1. Supporting the Work Flow of Software Testing
Work: In the S4000 project, registration, classification, and correction of bugs were distributed activities. Diagnosis of
software errors was done by the spec-
team at a weekly meeting. This meeting
resulted in correction requests being dis-
tributed to the 5–10 software designers
responsible for correcting the bugs. The
platform master was, during the integra-
tion period, responsible for verifying the
corrections. As an example, a marketing
person tested the usability of the user in-
terface and realized that some of func-
tionality was not accessible from the
menu structure. The problem was then
classified and described in a bug form
and sent to the spec-team. They decided
that Hans, as responsible for the UI-mod-
ule, should make a correction. After
Hans had completed the correction he re-
ported to Jens, who was platform master
for the next integration period, that the
problem had been dealt with. During the
platform integration week Jens tested
and accepted the corrections. In summa-
ry, this process was organized as distrib-
uted testing, centralized diagnosis, dis-
tributed correction, and centralized veri-
fication.

Support: A work flow of distributed
error registration, classification, diagno-
sis, correction, and verification, among
other things, needs support for routing
information between actors. When an ac-
tor has completed his or her activities in
relation to a specific bug form, the work
flow system must automatically validate
that the required information is regis-
tered, then pass the information on to the
next actor (or group of actors), and finally
notify the receiver(s) that new action
must be taken. However, in most situa-
tions it is impossible to completely spec-
ify all situations which may occur (see
e.g., Suchman 1987, Schmidt 1994). The
coordination of software testing at Foss
Electric was certainly no exception to
this. Thus, the actor completing an activ-
ity must be able to overrule the routing
and redirect the information to some-
body else. The protocol stipulating the
routing must furthermore be based on
roles to which actors can be related. The
study at Foss Electric clearly illustrates
that the actors had several roles, and,
more importantly, that these roles were
relatively stable entities in the work set-
ting. Some roles were played by different
actors at different points in time, e.g., the
role of platform master. Changing the ac-
tor related to a role should not imply
changes to the protocol stipulating the
routing. Monitoring the progress of the
work is essential when coordinating
work. This requires a consistent and up-
dated data-base containing information
on all reported bugs and their current sta-
tus. Negotiation of classifications, diag-
noses, allocation of resources, deadlines,
etc. were a predominant feature of the
software testing work. Approximately
one out of five of the correction tasks de-
defined by the spec-team resulted in nego-
tiation between the spec-team and the re-
sponsible designer. Support for actors
engaging in negotiating the bug handling
process could draw upon research ad-
dressing the support for negotiation
(Flores et al. 1988), or available work
flow technologies (e.g., De Cindio et al.
1988). It is beyond the scope of this pa-
er to review this further.

5.2. Registration and Classification
Work: The S4000 software was tested on
software simulators and on instrument
prototypes, and the project had distribut-
ed detection, registration, and classifica-
tion of software bugs. Occasionally test-
ers and software designers engaged
themselves in preliminary discussions on
the interpretation of problems or possible bugs. Some errors were impossible to reproduce and hence difficult to describe during registration. Our observations indicate that in at least 20% of the bug reports, testers were not able to describe the problem in detail. If it was difficult for the tester to fill in the required information in the bug form, the spec-team member filled in the form after having discussed the problem with the tester. As one of the spec-team members said:

“The form is not very user-friendly. We often have to force them [the testers] to fill in a form. Sometime they just send in a note describing what they have seen, and we must produce a form.”

The classification of errors as either catastrophic, essential or cosmetic was done according to the tester’s perspective. As one of the spec-team members phrased it:

“People, depending on who they are, often interprets a catastrophe in a different way than I do. An inconsistency in the user interface might, for example, be a disaster to a marketing guy, whereas it is a cosmetic problem to me”.

Some of the testers tried to maintain awareness of errors identified by other testers in order to obtain useful information for a first diagnosis of the problem. This was, however, a difficult task. If, for example, a tester from the marketing department wanted to check recent problems with the menu structure, this could imply browsing through more than 500 forms in the binder.

Support: The bug handling system studied could be improved by refining the bug classification system. Too often the existing classification structure led to discussions resulting in the spec-team reclassifying bugs. A more elaborated classification of the type and importance of bugs could support the testers in providing useful information to the spec-team and to designers. We suggests two classification structures: A classification of the phenomena observed (program stopped, window in wrong place, unstable output on tests, etc.) and a two-dimensional classification structure reflecting software quality parameters (maintainability, marketing, stability, safety, usability etc.) and the testers assessment of the level of importance. Research within software engineering may provide input for more elaborate classification structures, for example, standard software quality taxonomies (Boehm 1981, Fairley 1985. If the classification structures have a “miscellaneous” category on each level, the software tester is provided with an opportunity to classify in the most unambiguous way. These “other” fields might contain text annotations, allowing testers to further specify and characterize the problem. Support for filling in bug forms could be supported through a facility for retrieving registrations of similar bugs based on more elaborate classification structures and using a central database containing information on all bugs. Classification structures reduces complexity of coordination work by providing a conceptual structure that makes it possible for testers and designers to perform distributed storing and retrieval of bug forms with a minimum of peer-to-peer coordination. Also, support for discussions via electronic mail or bulletin boards among testers could improve the quality of the information registered.
5.3. Diagnosis

Work: Diagnoses were mainly done by the spec-team members at a weekly meeting—more frequently in periods. They browsed the submitted bug forms. The number of forms varied a lot from week to week—in the last half a year of the project it was around 25–30 forms per week. The status and classification of each bug were discussed. If the classification differed very much from the one made by the tester, the team sometimes summoned the tester and discussed the classification with him. If two registered bugs were diagnosed as being identical, only one of the forms was processed further. The spec-team then discussed the diagnosis and responsibility by reviewing specifications, documentation, source code, etc. In the complicated cases (about 10%) the team summoned the designers responsible for the relevant modules in order to negotiate the diagnosis, the responsibility, and an estimated correction time. Responsibilities and time-estimates for corrections were incorporated as tasks in the planning spreadsheet. The allocation of correction tasks to platform periods was decided based on assessments of the workload of the responsible designer(s) and of the importance of the problem. The spec-team either handed over or sent bug forms to the designers. This could result in discussions among designers and spec-team members about the diagnoses and time-estimates.

Support: Supporting diagnosis of bugs primarily implies supporting communication among the spec-team members. The field study clearly illustrates, that without face-to-face communication, the spec-team members would have had severe problems. E-mail based communication between spec-team members, testers and designers might, however, support diagnoses and prevent some of the ad hoc discussions. The coordination of the diagnosis work could also have been supported by providing access to information on already reported bugs. As discussed in the previous section, improved classification structures could provide better support for diagnosing bugs by more clearly stipulating testers’ assessment of type and importance of the bug. The task of meshing new correction tasks and existing plans is quite complicated. This could be supported by providing access to information on: relationships between roles and actors, architecture of the software complex, relationships between software modules and responsible designers, designers’ workloads, existing work plans, and relationships between tasks and deadlines, etc. The needs for obtaining an overview of the existing bugs and plans will be discussed further in Section 5.6.

5.4. Correction

Work: Bugs were corrected in a distributed manner. Although the structure of the bug form did not support the allocation of responsibility for correcting one particular bug to several designers, this often happened. Often a designer discovered that the problem he or she was correcting affected modules owned by other designers, thus creating leading to a need for coordination of who was going to do what, when and how. Since all the 5 to 10 designers making corrections were placed in the same room, this coordination was mainly conducted by an abundance of meetings and discussions. This, however, imposed a problem when the
complexity of the software increased. One of the designers characterized the problem as follows:

“The problem we have right now is that the software architecture is difficult to decompose so much that one designer can handle a component. We are all working on several components, and work on a single component involves two to four men, and perhaps even some of the electronical designers too. Then we need coordination [...] We have recently started a process where we try to produce more formal documents and agreements about the things we work with, we haven’t been good at doing this before, but now we have to do it.”

The first thing a designer usually did upon receiving a request for correcting a bug was to consider both the diagnosis, the estimated correction time and the deadline—the platform period. If the diagnosis or estimate did not seem acceptable, the designer contacted one of the spec-team members in order to negotiate the situation. With respect to the estimates, the spec-team had a policy stating that the designer was always right. When requirements could not be met within the scheduled time limit, this led to negotiations with the marketing people responsible for the requirements specification.

Support: The most obvious support for coordinating software correction activities is by providing good and accessible means for communication. This was to a certain extent already facilitated by placing all designers in the same room but electronic communication systems might be of help as well. Furthermore, support for the process of requesting and rejecting correction tasks must be provided, i.e., if coordination is supported by a work flow system, the designers must be able to reject a request—return it to the originator with a comment—or pass the request on to another designer pointed out to be the one that should have been assigned to the task. Improved formalization and structuring of the specification of modules, module interfaces, message handling, etc. could also support the coordination (Parnas 1985). In the S4000 project interactions among modules were only very loosely sketched, thus resulting in designers engaging in an ad hoc coordination. Improved use of some of the existing specification techniques or CASE tools could decrease the need for ad hoc coordination by providing an improved structuring of the field of work, i.e., the software system being designed (Mathiassen & Sørensen 1994). The designers pointed at the problem of being aware of the changes other designers made, or to be able to ensure that all the others were aware of a correction, idea, or problem. Improved support for the documentation of corrections could, for example, be provided by classification structures and browsing facilities for the database containing information on the bugs and corrections.

5.5. Verification

Work: In the platform integration process, initiated and managed by the platform master, all modules were linked and compiled, and the software was tested prior to its release, all corrections reported were verified, tasks identified during integration and testing were meshed into the plans, and designers were informed about the state of affairs. During the platform period all designers worked on testing the integrated software and were constantly meeting and
discussing the results and problems of the integration. The platform master co-ordinated the activities and delegated subtasks to the designers. As a designer put it:

“Usually we produce a list of all the problems we have identified on a large white board. We then discuss whether this is a problem—an error—or not. Actually it’s the platform master who does that. If it’s a real heavy problem you are immediately summoned and asked to correct it.”

A set of brief organizational procedures stated how to organize the integration process, and contained a number of check lists and standards covering the details to be checked before the platform master could release the software for further modification. Only one pre-scheduled and structured meeting was held at the end of the integration period. All designers had to participate in this meeting where they in turn described the changes they had implemented since the last integration period.

Support: Close interaction among software designers during verification is essential. At Foss Electric this was solved by placing the designers in the same room. In cases involving a large number of project members or geographically distributed development this solution is not feasible. Here a work flow structure supporting the division of labor, a structure for establishing a common language (e.g., classification structures, module specifications, etc.) and electronic meeting and communication systems could provide support. In the coordination of concrete verification tasks, support for distributing responsibilities should be provided. In the S4000 project this was handled by the platform master who personally delegated each correction task. It would be obvious to support this by having a computer supported procedure for delegating the verification tasks, and support in reporting back. This, of course, would also include support for registering new bugs, similar to what was discussed in section 6.2. In order to improve the awareness of changes made by others and to establish a common understanding of the software complex, some support for “viewing” the structure of the software complex must be provided. From our observations it was obvious that the designers had problems in relating themselves to the structure of others designers’ modules although these had an essential impact on how they should (re-)design their own modules. This could be supported by the production technology dimension of CASE tools (Henderson & Cooprider 1990).

5.6. Monitoring
Work: A central activity in coordinating the process of registering and correcting bugs in the S4000 project was to establish an overview of the state of affairs, i.e., the progress of the process, the number of bugs that still needed to be corrected, the accumulated estimation of correction time, changes that might affect other modules, etc. The designers needed to be aware of corrections and changes affecting their modules. The spec-team members needed to know the state of affairs before each spec-team meeting. The testers frequently tried to obtain an overview in order to avoid wasting their time on reporting already registered bugs. The platform master needed an overview of corrections to be verified in the next integration period in
order to plan the integration work. Management tried to get an overview of the progress of the whole development project. There were basically three sources for this type of information: informal communication, the bug form binder, and the list of bugs which had not been corrected. There was a lot of informal communication and discussion among the designers about what kind of corrections and changes they had made. Some of the testers discussed changes in the software with the designers several times a week, whereas others never contacted the designers directly. Even though the designers sat in the same room and were engaged in discussions every day, it was difficult for them to be aware of the state of affairs:

“Usually, the channel driver guy and I had a clear deal. Verbal discussions and a sketch drawing were sufficient. But in a project as large as the S4000 we don’t have a complete overview of the software complex. And then you are in big trouble when the other guys change their code” (Software designer in the S4000 project).

Testers as well as designers found it very difficult to obtain the necessary overview by consulting the bug form binder, mainly because the forms were only organized according to the seven categories presented in Section 5.2. This made it almost impossible to determine whether the same bug had been reported in several bug forms. It was the intention that a specification of the corrections should be included in each form (cf. the bottom of the form in Figure 1). In order to be aware of relevant changes, the designers were expected to browse through all the forms in order to see if anything there was of interest. The binder contained approximately 1400 forms at the end of the project!

The third source for getting an overview was a weekly produced list of registered bugs that had not yet been dealt with. One of the designers phrased the problems with this as:

“Originally the intention was to produce statistics of the number of known-but-not-yet-fixed problems and use this as a management tool. The management hoped to find a decreasing curve on the week-to-week measurement. They didn’t. But we realized that as a management tool this can only be used if you have a stable product. We didn’t have that.”

Support: Obtaining awareness of the state of affairs by monitoring progress of the software testing process plays an important role as a fundament for coordinating activities, and this should be supported by several means. More elaborate classification structures for bugs (cf. Section 5.2), for the software modules and their interaction (cf. Section 5.5) and for the relationships between actors, roles and resources could facilitate assessments of the relative importance of these issues. Providing designers and testers with browsing and query facilities to a database containing all registered bugs would enable these actors to access aggregated information on reported bugs which have not yet been corrected, the number of a specific type of bugs, the number of not yet corrected bugs in a specific module, the number of bugs a specific designer is responsible for getting corrected, etc. Also access to view the project schedule would be useful for monitoring state of affairs. This functionality could be provided by means of some of the existing project planning
tools (e.g., Microsoft Project), and should support requests like: Who is responsible for the UIS-module? Which modules are John responsible for? How busy is Tom the next integration period? How much time has been spent on correction so far? What percentage of the corrections does this correspond to? etc.

6. Discussion
We have, in this article, analyzed the coordination of distributed software testing of one project in one organization. We have focused on coordination work related to distributed actors performing registration, classification, diagnosis, correction and verification of software bugs applying a bug form workflow system, a resource-planning spreadsheet, and a configuration control procedure. Based on this analysis we have discussed needs for computer supporting this coordination work. The project we have looked at is most likely not unique. Many software projects faced with the immense complexity of distributed software testing use various kinds of forms, classification structures and organizational procedures in order to cope with the complexity of coordinating software testing activities.

Kraut and Streeter (1995) argue that computer support of the informal and direct communication in systems development is required, and they suggest tools supporting conferences and distributed meetings. The analysis in this paper can be viewed as work elaborating on Kraut & Streeter's conclusion that informal communication is very important in systems development, but faced with the need for coordinating an abundance of distributed decisions, there is a need for formal coordination means due to the excessive transaction costs and the ephemeral nature of informal communication.

Conceptual structures played a crucial role for the actors when coordinating the software testing activities. The software was divided up into a set of modules, which also were represented in the project schedule. The architecture of the system represented an aggregation of the software modules. Work plans represented structures of actors and roles involved, resources available, tasks to be performed. Software bugs were classified according to their importance and the bug form played an important role in creating and representing bugs as separate entities, i.e., the bug form was the instrument used for transforming observed phenomena to a set of identified software bugs. These structures provided the actors with an overview of both the field of work which was registration and correction of bugs in the S4000 software, as well as of the cooperative work arrangement, e.g., the actors, their roles, and the resources available. The structures can be viewed as dimensions along which coordination is conducted (Schmidt & Simone 1995), i.e., the coordination activities are performed by referring to abstractions and conceptualizations of the nature of the work, not by directly interacting with the objects of the work (e.g., the code). We have identified a set of actions performed by the actors in relation to these conceptual structures. They were classifying bugs, tasks, modules, etc., routing information and requests, monitoring state of affairs, allocating resources, meshing work products, and negotiating diagnoses, allocation of resources, etc. When discussing computer
support of coordination aspects of software testing, it is obvious to require access to structures in the computer based system similar to the conceptual structures mentioned above, and to facilities supporting the basic actions listed.

In their functional model of design aid technology, Henderson & Cooprider (1990) argue that design aid environments mainly consist of three components: (1) production technology containing facility for representation, analysis and transformation of objects, relationships and processes; (2) coordination technology with control functionality supporting planning and enforcing rules, policies that will govern or restrict the design process and with cooperative functionality enabling users to exchange information relevant for the work process; and (3) organizational technology with support functionality to help users and with infrastructure functionality providing standards enabling portability of skills knowledge, procedures or methods across projects.

This article has presented an analysis of needs for computer support pertaining to the coordination technology component, and its relationships to the production technology component. CASE tools supporting the conceptualization of the software architecture, as well as test planning tools have been available for more than 10 years. These tools primarily provide functionality within the production technology component, i.e., support the individual test tasks, or provide an overview of the state of affairs by applying a specific set of testing metrics. Although certain coordination aspects are supported by these tools, several improvements are required. Furthermore, the coordination support must be integrated with existing tools and techniques, for example cooperative software inspection tools (Freedman & Weinberg 1990, Mashayekhi et al. 1993). Although we have begun an identification of such support needs, much work still remains to be done before the ideas can be realized.

Future work should go in at least three directions. One is to evaluate related products and concepts, i.e., relate the support of the cooperative aspects to the individual aspects of software testing and reflect on how cooperative work can be computer supported. Henderson and Cooprider’s model will be relevant as a starting point for this work. The second direction is to tie our body of work to the ongoing efforts in conceptualizing relevant aspect of cooperative work, for example the concept of Coordination Mechanisms (Schmidt & Simone 1995) and the third direction will be to build experimental prototypes as a step forward in concretizing the ideas.
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